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Abstract — The number of people in the Web available, it is 
relevant to their interests involved people finding people has 
become more difficult for users increases. According to some 
of the often closely-each subset data (ideally) some common 
traits that stock so subsets of clustering, classification of a 
data set (cluster) at defined measuring distance. It is easier to 
find relevant people and also provided for social network 
applications that understand the various aspects of the query 
form to help users can enable users to. Clustering algorithm is 
based on a popular technique for n has been divided into 
groups such that. In this method, called the cluster centers 
groups that are identified by a set of points. The data points 
that is closest to the center of the cluster. Clustering the 
existing algorithms is slow and the large number of data 
points and initializations vary depending on local minima to 
converge. A fast clustering algorithm can attack both these 
shortcomings, but the large number of data points for this 
algorithm is used when there is a limit, then we to calculate 
the distortion algorithm to introduce an effective way. 
Experiment results fast algorithm is better than other 
methods and compared on the basis of relevance ranking 
users more easily find the relevant ones can help. 

Index Terms —Peoples clustering; fast   greedy k-means; 
Search engine. 

I. INTRODUCTION 
Since its creation the Web has experienced continued 
growth. March 2011, the largest search engine in its 
database contained approximately ten million Web-
connected people. Such a vast collection is extremely 
difficult to find the right information. Search with a user 
interaction is often far from optimal. Output exceeds a 
certain limit, especially when users are just a few people 
did not find relevant sample or some sample people 
altogether. If are willing to abandon the query, it will not be 
at all the rest of those inspections is highly likely that the 
search output. Clustering also automatic query expansion 
could prove useful.  
Clustering can receive a helpful assortment of people, users 
Forgy’s algorithm is by far the simplest clustering 
algorithms to retrieve of peoples. Unsuspecting aspects 
between one to lead the more likely that some groups may 
be able to expand the query. Clustering algorithm is similar 
to Forgy’s algorithm. Clustering closely based on Ann and 
the other is related to a number of problems. These aim to 
reduce the amount of distance to the nearest centre to which 
are included in the medians, and geometric Euclidean n-n 
central problem, which is intended to point your nearest 
centre to reduce the maximum distance. An asymptotically 

efficient n clustering problem approximation, but large 
constant factors it is not a good candidate for practical 
implementation that advises. Fast clustering algorithm n 
number of points in the  
Dataset regarding local minima and big time complexity of 
clustering algorithm discussed above, the possible 
convergence of short comings overcome. Bring together 
topically related documents implementation capacity is 
aimed at assessing the experiments represent a group of 
documents to include a process of selection of the 
clustering process and to see the clustering process users ' a 
process represent the cluster connected to the first. Used for 
the database implementation standards after some tuning, 
designed many different types of experiments and groups 
linked to the ways in which people Group Web useful 
whether assessment has been conducted to.  

II. FRIEND LIST CLUSTERING

Document clustering analysis document mining plays an 
important role in research. Optimal clustering is a widely 
adopted definition reduces the distance within a cluster and 
increase the distance between the groups Division. 
In this approach to a limited degree, groups and 
relationships between documents will automatically be 
receiving groups cluster, and document those clusters. 
Users above a certain size of outputs, especially if working 
with information retrieval search outputs problem known to 
assigned later. This search produced clustering IR systems 
can help users in their conversation that has been argued by 
many researchers. Clustering can provide users an output, 
but has not been used in retrieval steps that an overview of 
production from exploiting the real information. It makes 
sense to form more easily to find related documents and 
also to help them they can enable their inspection was 
provided to the various aspects of that query. Discover the 
project outputs in ' users with mediation as a method of 
examining the feasibility of using clustering to identify 
potential benefits and attempted. 
This relates to the usefulness of the data set are discussed in 
chapter was restricted for various reasons; however, it is 
assigned a certain aspect groups together related documents 
cannot be relied upon to bring that can be concluded. 
Clustering was only relevant peoples when the peoples had 
some relationship between clusters and aspect work while 
clustering interactive track defined by participants of the 
city was based on the results of queries when no connection 
can be found. 
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A. Friend list  representation 
Vector space model most commonly used text and Web 
mining area of people representing model. In this model, 
each of the people is represented as an n-dimensional 
vector. The value of each element in the vector 
corresponding to the feature reflects the importance of 
people. As mentioned above, those features are unique 
conditions. After the above changes, complex, difficult to 
understand people into mathematical representations, 
machines are acceptable. 
The problem of measuring the similarity between people is 
no longer a term people vectors. The distance between 
people calculate the frequency (PF) problem is that change 
is the period in which the number of people. A good 
selection of posts as a touchstone PF can use. As a 
touchstone people frequency behind using a section of the 
original intuition about rare conditions, capture 
information, or they do not affect global performance. 
Despite its simplicity, it is more effective as an advanced 
feature selection method is being considered. According to 
the weight of production Korpimies and Ukkonen period 
clustering is required and to concentrate production on the 
frequencies within the period set; often set up within those 
wacky which words should be given little weight. 
 

B. Measuring the association between friend list 
The most common measures of Association used in search 
engines: 

1. Simple matching coefficient: share index, the 
number of posts. 

2. Dice's coefficient: the two countries divided by the 
sum of the number of people sharing index 
number of posts. 1 deductible, it gives a 
generalized symmetric difference of the two 
objects. 

3. Jaccard's coefficient: Union of two positions in the 
peoples by the number of shared index terms. 

4. Cosine coefficient: a number of posts in each 
category by multiplying the roots share index, the 
number of posts. 

5. Overlap coefficient: a number of posts in each of 
the people at least share index divided by the 
number of posts. 

Many asymmetry coefficients, Euclidean distance is the 
best known among them being there even are. However, it's 
important to have a number of shortcomings: it is used 
when the raw data could cause serious problems, which is 
the dependent and variable values are uncorrelated with 
each other that were assumed. IR is a major limitation in 
the context that both countries can lead to highly regarded 
as being similar. A second, they are terms in stock (but 
there are plenty of negative matches) that despite the fact. 
Euclidean distance is thus widely except in Ward clustering 
is not be used for people. 

 
III. CHOICE OF METHOD FOR PEOPLES CLUSTERING 

A. Clustering Algorithm 
Clustering iterative computations in the dataset is to find a 
very popular algorithm. This enforcement and [7]. 

Clustering algorithm is employed to find a dataset at least 
local search simple optimal clustering advantages. 
The algorithm is composed of the following steps: 

(1) Seed points (these centers to generate irregular 
production or other methods can be used) are 
starting to cluster n centers. 

(2) Find the closest cluster Center for each sample, 
modify the cluster (repeat n times) Recomputed 
this cluster and put in sample. 

(3) Test all the samples (and is not a cluster centers 
recomputed) identify with the center of the cluster 
near each one put in. Members of each cluster has 
not been changed, stop. Changed, go to step 2. 

This algorithm use data shown on the following (fig.1):- 

 
Fig.1friends in 2D. 

    Where  
     x1=(2,3),x2=(4,9),x3=(8,15),x4=(12,7) 
    and x5=(13,10). 
 We want to produce 2 clusters of these examples. Then 
k=2. Our steps are: 

1. Set initial points. Because k=2, we select 2 points, 
c1=x1 and c2=x5, as center points. 

2. X2 is near C1, so put x2 into cluster1. Now 2 
clusters are {x1,x2}and {x5}. 

3. Now new 2 centers are (3,6) and (11,10.67). For 
each friend, find its nearest center (don’t 
recomputed the centers).  Sample x1 and x2 are 
near (3,6).Sample x3,x4 and x5 are near (11,10.67). 
Members of each cluster don’t change, so stop. 

Clustering algorithm is one of the popular data clustering 
methods. Clustering algorithm as input points (on 2-
dimensional in our case) and a set of desired number of 
centers or receives n cluster representatives. With this 
input, the algorithm then output as they say each set of all 
possible options to reduce the distance of the Center ' 
related to ' set the point defined by each set of points such 
that the Center provides a set of. 

 
B. The fast clustering algorithm 

Clustering algorithm with different initial cluster centers 
brings about different algorithm efficiency operation which 
runs can lead to different times. Fast clustering algorithm 
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Lloyd that each point is the best Center of gravity for the 
searches are similar to ' are ' but different in function. 
Lloyd's algorithm, each visit, a new Center, reassigns every 
point and then adjusts accordingly repeats the centers. 
Progressive greedy approach most benefits will continue 
for another cluster which points rather, each visit does not 
take action on every point. [8].The picture has been 
illustrated in the following 4 steps below outline the 
algorithm. 

(1) As for the entry of new groups good candidate can 
work posts/build a suitable set of places; 

(2) Means all the points in the Dataset as the first 
cluster start; 

(3) In the nth iteration gives the least distortion 
created in step 1 to set the insertion of a new 
cluster of points to find a suitable location after n-
1 groups assuming convergence. 

(4) Run up n, with n group’s means convergence. The 
groups have not yet reached the necessary number, 
go back to step 3. 

 
IV. EXPERIMENTAL RESULTS 

We use three Web document data set used. It is collected 
from the University of Waterloo's Web sites are the people 
Web 33409. According to their content to people human 
experts are classified into 10 different  Categories by the 
former. Clustering algorithms, on which we apply the 
above data Set. Clustering algorithms of satisfying the 
following two group’s group ' gene ': a cluster within two 
genes with each other should be identical. That is, the 
distance between them should be smaller. Graphical 
representation of the exact values of the questions looked at 
it n ranked lists of the algorithm a bit better performance 
can be a means ,These data are provided in Figure 3 and 

Figure 4, the most important difference in terms of being 
accurate and faster solution sorted by system and accurate 
ranked lists sorted groups and greedy than when the 
algorithm better than algorithm n means n means to both 
display the Web to inspect the low number of people 
involved Users are provided with the relevant people in 
half. 
 

V. CONCLUSION 
Clustering information from raw data and means to reach 
an effective way in a basic way. It is easy to implement and 
understand, there are serious drawbacks to n-means. 
Experimental results clustering algorithm Web search 
engines for Web-connected system is very well ranked and 
compared lists and clustering algorithm for some practical 
programs can get better results suggest. 
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